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Deep Learning Renewal since 2006

▸ 2006: new unsupervised learning for Deep Belief Nets
(DBN) [Hinton et al., 2006]

▸ Theoretical results for improving model with depth
▸ Unsupervised training used as init for back-prop
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Deep Learning and ConvNet for Speech Recognition
▸ First DL breakthrough on large datasets: speech recognition
▸ Context-Dependent Pre-trained Deep Neural Networks for Large
Vocabulary Speech Recognition [Dahl et al., 2012]
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Deep Learning and ConvNet for Image Classification
▸ ImageNet ILSVRC Challenge (Stanford):

▸ 1,200,000 training images, 1,000 classes, mono-label
▸ Based on WordNet hierarchy (ontology)
▸ Evaluation: top-5 error

▸ Up to 2012, leading approaches: BoW + SVM
▸ ILSVRC’12: the deep revolution
⇒ outstanding success of ConvNets [Krizhevsky et al., 2012]
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2012: the deep revolution
Deep ConvNet success at ILSVRC’12: Two main practical reasons:

1. Huge number of labeled images (106 images)
▸ Possible to train very large models without over-fitting
▸ Larger models enables to learn rich (semantic) features hierarchies

2. GPU implementation for training
▸ Relatively cheap and fast GPU
▸ Training time reduced to 1-2 weeks (up to 50x speed up)
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12

▸ 60,000,000 parameters
▸ 650,000 neurons - 630,000,000 connections
▸ 5 convolutional layers, 3 Fully Connected (FC)

▸

convolution + non linearity³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
Convolution Layer + pooling

▸ Full= FC + non linearity - Final FC: 4096-dim
▸ Trained on 2 GPUs for a week
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12
First Convolutionnal Layer

▸ Input Tensor: 227 × 227 × 3 (color image)
▸ 96 Filter of size 11x11x3, stride 4
▸ Output Tensor: 55x55x96 = 290,400 neurons
▸ Each filter: 11*11*3 +1 = 364 params

▸ N.B.: whole feature map convolution (cf LeNet5)
▸ # parms: 96 * 364 = 34, 944
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12

Credit: R. Fergus
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12

Credit: R. Fergus
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12

Credit: R. Fergus
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Deep Learning in 2012: Representation Learning

Deep: more semantic features
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AlexNet [Krizhevsky et al., 2012] at ILSVRC’12

▸ ILSVRC’12: start of a new era for deep learning
▸ AlexNet: macro architecture [Conv-Pool] + FC ∼ 80’s nets, e.g. LeNet

▸ Trained with back-prop and stochastic gradient descent
▸ But bigger (deeper and wider): 60 106 parameters vs 60 103

▸ Needs more data (106 vs 104)
▸ GPU implementation for fast training

▸ Also architectural and optimization improvements
⇒ following!
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