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Beyond Stochastic Gradient Descent (SGD)

» Gradient descent optimization:
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» 15t issue: objective f changes quickly in one
direction and slowly in another

» 2" issue: Stochastic Gradient Descent (SGD)
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Full gradient SGD (online) SGD (mini-batch)

wt+1 :Wt_77 (Wt) =Wt—77Vf(Wt)
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Beyond Stochastic Gradient Descent (SGD)

» Poor conditioning on Hessian matrix, i.e. large
condition number (largest/smallest singular value)

» Gradient descent: very slow progress along
shallow dimension, jitter along steep direction
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Beyond Stochastic Gradient Descent (SGD)

» Fonction f(w) = Z fi(w), eg. fi(w)="Lce(yi,y?)
» SGD: apprOX|mat|on of the true gradient, e.g. for mini-batch:
v () ~ 4 3 200 (wi)

= Noisy gradient and poor convergence
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Momentum

» In all SGD variants/improvement: \w”l =wt - Atrl
1

» At1: update vector wi — wt*
» Ex: Gradient descent: A™*! = pvf (w?)

» Momentum: use previous gradient memory, e.g. running average:

AT = v f (wh) + At v €[0;1[ (0.5,0.9)
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Momentum

» At: vt ~ velocity, inertia or memory: wttl = wt — v+l
» Dimensions with oscillating gradient directions = v' damped
» Dimensions with small but consistent gradient direction = v’ increased

» More robust to local minima/saddle points, poor conditioning and noisy gradients

Local Minima  Saddle points

SN

Poor Conditioning
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Nesterov Accelerate Gradient (NAG)

» NAG [Sutskever et al., 2013]

» ~ Momentum, but compute gradient at position predicted by A?
» AT = puf (wh - yAD) + A 4~ 0.9
» witl o wi = At

-nvf (wt - '*/At)

t+1

Momentum NAG
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Nesterov Accelerate Gradient (NAG) [Sutskever et al., 2013]
With xt = w? — yAf, more convenient update rule:

AL = VT (xt) + yA?

xt1 = xt 4 YAt — (v + 1) At
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@: anticipatory update = teo-largeupdates-and-overshooting
®: Increased responsiveness to the landscape of loss function
Momentum

v
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Optimization Schemes: Conclusion

» First-order methods, e.g. Momentum, NAG: better
convergence

» Second-order methods: little adapted to stochastic
training

Loss

wi

» Advanced optimization methods,
per-dimension learning rate adaptation
= following !
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