Visual interpretability: saliency maps and interpretable classification

Visual interpretability:

saliency maps and interpretable classification

Ronan Sicre

LIS, Marseille - QARMA team

>
Centrale™- gy
Marseille

Ronan Sicre Visual interpretability: saliency maps and intet



Visual interpretability: saliency maps and interpretable classification

Overview

Introduction

Saliency maps for image classification interpretability
Opti-CAM: Optimizing saliency maps for interpretability
Hanwei Zhang, Felipe Torres, Ronan Sicre, Yannis Avrithis,
Stephane Ayache

Interpretable image classification with parts

DP-Net: Learning Discriminative Parts for Image Recognition
(ICIP 2023)

Ronan Sicre; Hanwei Zhang; Julien Dejasmin; Chiheb Daaloul;
Stephane Ayache; Thierry Artiéres
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L Background

Interpretability is important for high stakes decisions

Model understanding is absolutely critical in several domains --
particularly those involving high stakes decisions!

Building trust for users - Responsibility - Robustness
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L Background

Interpretability is important for trustworthy DNNs

FOOLING THE I |

Deep neural networks (DNNs) are brilliant at image
recognition — but they can be easily hacked.

These stickers made an Speed limit 45 m Robustness and
artificial-intelligence ‘ .
system read this stop |mpr0VementS

sign as ‘speed limit 45'.

m Trust and understanding

Scientists have King penguin
evolved images that
look like abstract
patterns — but which
DNNs see as familiar
objects.

m Security, legal necessity
and responsibility

enature

Ronan Sicre Visual interpretability: saliency maps and intet 4/45



Visual interpretability: saliency maps and interpretable classification

L Background

Dimensions of interpretability methods

The mythos of model interpretability... 2018
Transparency vs post-hoc interpretability

A survey on NN interpretability 2020

Dimension 1 — Passive vs. Active Approaches
Passive Post hoc explain trained neural networks

Active Actively change the network architecture or training process for better interpretability

Dimension 2 — Type of Explanations (in the order of increasing explanatory power)
To explain a prediction/class by

T Examples Provide example(s) which may be considered similar or as prototype(s)

Attribution Assign credit (or blame) to the input features (e.g. feature importance, saliency masks)
Hidden semantics Make sense of certain hidden neurons/layers

Rules Extract logic rules (e.g. decision trees, rule sets and other rule formats)

Dimension 3 — Local vs. Global Interpretability (in terms of the input space)

T Local Explain network’s predictions on individual samples (e.g. a saliency mask for an input image)
Semi-local In between, for example, explain a group of similar inputs together
Global Explain the network as a whole (e.g. a set of rules/a decision tree)
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LBackground

Dimensions of interpretability methods
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L Background

Concept-based XAl

Concept-based Explainable Artificial Intelligence: A Survey
2023

Concept-based

Explainability

W Can I modify the model? \V Yes

Post-hoc
Explanation Method

Explainable-by-
design Model
(Section 5)

(Section 4) Dol have
annotated concepts?

Do have
annotated concepts?

Create them!

Hybrid
(Section 5.3)

Generative
(Section 5.4)

Supervised
(Section 5.1)

Unsupervised
(Section 5.2)

Unsupervised

(Section 4.2)

To provide which
explanation?

Which kind of
unsupervised concepts?

On the same
task dataset?

Class-Concept Node-Concept Joint Concept Prototypes- Concept
Relations Association Training Instillation based Basis
(Section 4.1.1) (Section 4.1.2) (Section 5.1.1) (Section 5.1.2) (Section 5.2.2) (Section 5.2.1)
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L Background

Post-hoc / Passive interpretability

LIME and SHAP: most common model agnostic approach

Image classification: methods specific to saliency maps

Ribeiro et al. ”” Why should i trust you?” Explaining the predictions of any classifier.” 2016.
Lundberg et al. "A unified approach to interpreting model predictions.” 2017.
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L Saliency maps

Saliency Map Overview

Input Model Predictions

* Junco Bird

What parts of the input are most relevant for the model’s prediction: ‘Junco Bird'?

-
'

e

e Feature Attribution
e ‘Saliency Map’
e Heatmap
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L Saliency maps

CNNs for image classification
CNN architecture of a VGG16 and a ResNet

fe6 fe7 8

1 3=
1x1x4096 1x1x 1000

@ convolution+ReLU

) max pooling
] fully connected+ReLU

https://vitalflux.com/different-types-of-cnn-architectures-explained-examples/
https://miro.medium.com/v2/resize:£fit:2800/0+pkrso8Dzalm6IAcT.png
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L Saliency maps

Class activation maps (CAM)
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Class Activation Mapping

) O ! .

Figure 2. Class Activation Mapping: the predicted class score is mapped back to the previous convolutional layer to generate the class
activation maps (CAMs). The CAM highlights the class-specific discriminative regions.
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L Saliency maps

Class activation maps (CAM)

CAM-based saliency maps

linear combination of feature maps A% = fF(x).
For layer ¢ and class c, the saliency is

Sf(x) ==h > wiA} |, (1)
k

where wy, are the weights and h an activation function.
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L Saliency maps

Grad-CAM

Grad-CAM

Sf(x) :==h (Z w;iA’e“) : @)
k

h = relu and weights

c Y

where GAP is global average pooling and . is the logit.
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L Saliency maps

Score-CAM
Score-CAM

S¢(x) :=h (Z ng’g> , (4)
k

h = relu and weights w{, := softmax(u®),
where u‘ is the increase in confidence for class ¢ of the input
image x masked by the saliency map:

uf, == f(x @ n(up(Af)))e = f(X)es (5)
® is Hadamard product, up upsampling, n normalization.

Cons: requires as many forward as features.
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L Saliency maps

ScoreCAM

Phase 1

Upsampling l
- r

CNN

output

00 00O

Linear combination

@® Point-wise manipulation

Phase 2
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L Saliency maps

Masking-based methods

Masking-based methods: extremal perturbations

Optimization in the input space of a masking objective
Optimization per image like adversarial examples.

5%(x) 1= arg max f(x © n(up(m)))c + AR(m). (6)

A mask m is directly optimized without relying on feature maps.

Cons: the optimization is complex and requires regularization.

Fong et al: Understanding deep networks via extremal perturbations and
smooth masks (2019)
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L Saliency maps

Opti-CAM

Optimization of activation weights (CAM) of masking objective.
Optimization per image like adversarial examples.

)i=h > wiAf), (7)
k
wy, := softmax(u)g, where u is the variable

= Zsoftmax k,Ag. (8)
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L Saliency maps

Opti-CAM

We find the vector u* that maximizes the model prediction for
class c,

when the input image x is masked by saliency map Sy(x; u*):

u* = argmlelmeec(x; u), where Fj(x;u) := f(xOn(up(Se(x;u)))).
9)

The saliency map Sy(x; u) is upscaled and normalized.
Finally we have

Si(x) = Sy ") = Sy(x;argmax F{(x;w)),  (10)
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L Saliency maps

Opti-CAM

input image x

nctworkw

f

feature saliency map
maps A} Sy(x;u)

" =

.:EEEEI
weights u

objective

Fi(x;u)

class

masked image '«,,J\l;(r)gits
nctworl;{

f
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LSa\iency maps

Visualizations
Input image Grad-CAM Grad-CAM++ Score-CAM Ablation-CAM Opti-CAM
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L Saliency maps

Saliency map evaluation

Recent field: No concensus, No good practice.

Faithfulness Evaluation: Average Drop, Average Increase
(Increase in confidence), Average Gain.

Causal Metrics: Insertion, Deletion.

Weakly-Supervised Object Localization: Official Metric
(OM), Localization Error (LE), Pixel-wise F; score (F1), Box
Accuracy (BA), Standard Pointing game (SP), Energy Pointing
game (EP).
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L Saliency maps

Saliency map evaluation: Faithfulness

Average Drop (AD) how much predictive power is lost when masking .

N c e
D(%):ZW (11)
i=1 ?

Average Gain (AG) how much gain in predictive power for the masked

image.
N c_ye
G(%) = Z W (12)
=1 v

Average Increase (Al) percentage of images where the masked image has a
higher score.

N
Z 1(Y;® < Of) % 100 (13)
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L Saliency maps

Saliency map evaluation: Causal metrics

m Insertion starts from a blurry image and gradually insert
the pixel ranked by saliency, At each iteration the images
are passed through the network to compute the prediction
ratio.

m Deletion gradually removes the most salient pixels.
Removed pixels are replaced by black.

Insertion

A

M
N

V

‘ AUC=0.788
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L Saliency maps

Opti-CAM results

METHOD RESNET50 VGG16 VIT-B RESNET50 VGG16

AD| AGt AI1|AD | AG 1 AIT|AD| AGt AIt||It Dl |It DI

Fake-CAM 0.8 1.6 46.0‘ 0.5 0.6 42.6‘ 0.3 04 483 H50.7 28.1 ‘46.1 26.9

Grad-CAM++ 129 16.0 421 | 171 102 334|863 15 1.0 |[66.0 147 (629 122
Score-CAM 86 266 56.7 | 135 156 41.7| 320 6.2 33.0((65.7 16.3 625 12.1
XGrad-CAM 122 176 444 | 138 148 412|881 04 43 [|66.3 147 |64.1 117
Layer-CAM 156 150 388 | 489 3.1 135|820 02 29 [|67.0 142|583 6.4
ExPerturb. 381 95 225 43.0 71 205|288 6.2 244 (|70.7 15.0 |61.1 15.0

Grad-CAM 122 176 444 | 142 147 40.6| 694 25 124/66.3 14.7 |64.1 116
Opti-CAM 15 688 928 | 13 712 927 | 06 18.0 90.1 ||620 19.7 |[59.2 11.0

AD, AG and Al are aligned with our optimization objective
[, D: OOD data, biased towards sparse saliency maps.

Ronan Sicre Visual interpretability: saliency maps and intet



Visual interpretability: saliency maps and interpretable classification

L Saliency maps

Opti-CAM results

RESNET50 VGG16
OM{ LE| F11|BAt SPt EPt SM| ||OM{ LE| Fit |BAt SPt EPt SM|

METHOD

Fake-CAM 63.6 54.0 57.7|47.9 99.8 285 098 || 647 540 577|479 99.8 285 1.07

Grad-CAM 729 658 49.8|56.2 69.8 333 1.30
Grad-CAM++ 73.1 66.1 50.4 |56.2 69.9 33.1 1.29
Score-CAM 722 649 496|545 68.7 324 1.25
Ablation-CAM 728 65.7 50.2 | 56.1 69.9 33.1 1.26
XGrad-CAM 729 65.8 49.8|56.2 69.8 33.3 1.30
Layer-CAM 73.1 66.0 50.1|555 70.0 330 1.29
ExPerturb 736 666 375|442 648 382 1.59
Opti-CAM 722 64.8 47.3|49.2 594 305 1.34

711 623 420|542 648 320 1.39
708 619 443|552 66.2 323 1.38
712 625 453|585 68.2 334 1.40
713 626 43.2|56.2 657 327 1.39
70.8 62.0 419|535 644 316 1.41
705 615 28.0|54.7 650 324 145
741 664 37.8 (433 627 36.1 1.74
69.1 59.9 441|512 614 307 134
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L Saliency maps

Opit-CAM results

METHOD ADJ T ALT
S BNSS\B| § BNSS\B| S BNSS\B
S:=B 672 - - |23 - - ]92 - -
=I\B 440 - - |28 - - [163 - -
Fake-CAM 0.5 67.2 44.1/0.7 2.3 28 [42.0 9.2 189
Grad-CAM 15.0 72.6 52.1]15.3 1.8 6.0 [40.4 8.4 19.4
G-CAM++ 16,5 72.9 53.1(10.6 1.6 4.1 [352 7.3 17.1
Score-CAM 12,5 71.5 50.5|16.1 2.2 6.3 [425 8.6 20.8
Abl-CAM  15.1 72.8 521|135 1.7 5.6 (39.9 7.8 19.0
XGrad-CAM 14.3 72.6 51.4[15.1 1.8 6.0 |42.1 8.0 20.1
Layer-CAM 492 842 74.4|27 04 12 (127 44 7.3
ExPerturb. 43.8 81.6 71.0/7.1 1.4 32 (189 56 11.1
Opti-CAM 1.4 62.5 34.8/66.3 8.7 25.8(92.5 18.6 47.1

Explanations and localization are two different tasks.

Ronan Sicre
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L Saliency maps

Opti-CAM conclusions

Evaluation: good practice, limitations of the metrics.

Improve saliency map methods for Transformers
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L Interpretable image classification

Parts and prototypes

Prototype/Part based architectures:

Scene recognition with prototype-agnostic scene layout, 2019

This looks like that: deep learning for interpretable image recognition, 2019
Protopshare: Prototypical parts sharing... 2021

Neural prototype trees for interpretable fine-grained image reco. 2021
Interpretable image classification with differentiable prototypes... 2022

PIP-Net: Patch-Based Intuitive Prototypes for Interpretable... 2023

Black footed albatross
Indigo bunting
Cardinal

Clay colored sparrow

Common yellowthroat

Similarity score
. A 5u

T T
Convolutional layers / Prototype layer g, Fully connected layer h Output logits

Figure 2. The network architecture.
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‘— Interpretable image classification

P and prototypes
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L Interpretable image classification

A bit of history

Deformable Part Models:
Object detection with discriminatively trained part-based models, 2010

Blocks That Shout: Distinctive Parts for Scene Classification, 2013
Mid-level Visual Element Discovery as Discriminative Mode Seeking, 2013
Discriminative part model for visual recognition, 2014-2016
Automatic discovery and optimization of parts for image classif., 2014

No spare parts: Sharing part detectors for image categorization, 2016

Two-stage optimization with specific definition of parts and constraints.
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L Interpretable image classification

Part-based models: mid-level features

Learning a set of discriminative parts per class.

Detect parts in an image to produce a part-based description
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‘— Interpretable image classification

DP-Net: Discriminative Part Network

Random regions Regions description Part layer Bag-of-Part Classification
] Orthogonality Class specific
constraint constraint
U Max pool 74
- X —»| S —_— |[|—>
CNN
dxR PXR c
Assignment
constraint P
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‘— Interpretable image classification

Part constraints

Random regions Regions description Part layer Bag-of-Part Classification
1 Orthogonality Class specific
constraint constraint
E]
gl U Max pool v
e - X S —_— _—
o -
dxR PXR c
Assignment
constraint P

1) Parts should be complementary, i.e. parts should be different one from another.
2) Parts should cover as much as possible the diversity of regions extracted from
images.

3) Parts should be discriminative with respect to classes.

4) Parts should be specific to categories.
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‘— Interpretable image classification

Part constraints

Random regions Regions description Part layer Bag-of-Part Classification
I Orthogonality Class specific
constraint constraint
U Max pool 74
- X —»| S R
CNN
dxR
PxR c
Assignment
constraint P

1) Parts should be complementary, i.e. parts should be different one from another.
2) Parts should cover as much as possible the diversity of regions extracted from
images.

3) Parts should be discriminative with respect to classes.

4) Parts should be specific to categories.

Categorical Cross entropy loss
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L Interpretable image classification

Part constraints

Random regions Regions description Part layer Bag-of-Part Classification
! Orthogonality Class specific
constraint constraint
U Max pool v
- X —»| S —_— |[|—>
CNN
dxR p xR c
Assignment
constraint P

1) Parts should be complementary, i.e. parts should be different one from
another.

2) Parts should cover as much as possible the diversity of regions extracted from
images.

3) Parts should be discriminative with respect to classes.

4) Parts should be specific to categories.

P P
CLU)=-pz 2 ¥ (ufu;)?
i=1j=1,j#1i
up is assumed to be l2 normalized
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‘— Interpretable image classification

Part constraints

Random regions Regions description Part layer Bag-of-Part Classification
1 Orthogonality Class specific
constraint constraint
U Max pool 74
- X —»| S —
CNN
dxR
PxR c
Assignment
constraint P

1) Parts should be complementary, i.e. parts should be different one from another.
2) Parts should cover as much as possible the diversity of regions extracted
from images.

3) Parts should be discriminative with respect to classes.

4) Parts should be specific to categories.

R P
CAssign(U) = Zl 21 SP,T'lOg(SPJ')
r=1p=

Softmax is first applied on the columns of the matrix S and w,, is assumed to be
[2-normalized
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‘— Interpretable image classification

Part constraints

Random regions Regions description Part layer Bag-of-Part Classification
i Orthogonality Class specific
constraint constraint
U Max pool 74
> X —» S —
CNN
dxR
PxR c
Assignment
constraint P

1) Parts should be complementary, i.e. parts should be different one from another.
2) Parts should cover as much as possible the diversity of regions extracted from
images.

3) Parts should be discriminative with respect to classes.

4) Parts should be specific to categories.

P
CS(V) = pa—1y 2 Vi
i=1 j=1,j¢[q(i—1),q1]
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L Interpretable image classification

Results

Table: DP-Net without constraints on parts and global representations

Dataset MIT Birds ImageNet

Network | VGG | RN50 | VGG | RN50 | VGG | RN50
Global 76.2 78.1 66.4 | 81.5 61.0 70.8
Parts 76.9 79.7 76.1 84.9 69.0 74.6

Table: Accuracy when using the constraints, with ResNet-50.

Dataset Constraints
wo L Assign CS
Birds 84.9 84.6 84.6 84.5
MIT 79.7 79.1 80.3 79.5
1 +Assign | CS+L | CS+Assign | CS+_L+Assign
Birds 85.1 84.4 84.3 85.0
MIT 80.3 78.8 79.9 80.5

Ronan Sicre
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‘— Interpretable image classification

Interpretability

Class-level: what is the participation of each part.

Image-level: what is the participation of each part (as Class Activation Maps (CAM)).
A part can be linked to its most activating region in a given image.

Random regions Regions description Part layer Bag-of-Part Classification
1 Orthogonality Class specific
constraint constraint
U Max pool 74
- X —| S e
CNN
dxR PXR

(e

Assignment
constraint P
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L Interpretable image classification

Interpretability - Casino parts

no constraints  orthogonal sparse class specific

Ronan Sicre Visual interpretability: saliency maps and intet 40/ 45



Visual interpretability: saliency maps and interpretable classification

L Interpretable image classification

Interpretability - heatmaps
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L Interpretable image classification

Interpretability - best box
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L Interpretable image classification

Part conclusions

Evaluation focused on accuracy and qualitative results.

Simpler explanations with specific constraints.
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L Interpretable image classification

Ongoing works

Gradient denoising for better interpretability
Cross attention for CNNs
Improving insertion/deletion

Interpretability of models classifying gene data.
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Thank you!

QUESTIONS I

Q:A

I ANSWERS
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